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Abstract 

Purpose:  Our main study objectives were to develop, refine, and test methods to detect 
diagnostic errors in primary care in several types of practice settings, (internal medicine and 
family practice, academic and nonacademic).  Additionally, we sought to estimate the prevalence 
of diagnostic errors and describe the most common clinical conditions associated with these 
errors. 
 
Scope:  This study leveraged the electronic health record (EHR) infrastructure of two large 
healthcare systems to test whether electronic triggers can be used for large-scale measurement 
and surveillance of diagnostic errors in primary care. 
 
Methods:  We designed two types of electronic “triggers” (i.e., signals that prompt record 
review) to detect unusual visit patterns that may be associated with diagnostic error:  Trigger 1:  
A primary care visit followed by unplanned hospitalization within 14 days; and Trigger 2:  A 
primary care visit followed by 1 or more unscheduled primary care visits, urgent care visit, or 
emergency room visit within 14 days (excluding Trigger 1 visits).  We applied these queries to 
electronic health record (EHR) repositories at two large integrated health systems to identify 
triggered visits between October 1, 2006 and September 30, 2007.  Trained physician-reviewers 
determined presence or absence of diagnostic errors in random samples of triggered visits and 
control (non-triggered) visits. 
 
Results:  In 212,165 primary care visits at the two study sites, we found diagnostic errors in 141 
of 674 Trigger 1-positive records and 36 of 669 Trigger 2-positive records (PPVs = 20.9% (95% 
CI,17.9%-24.0%) and 5.4%(95% CI,3.7%-7.1%), respectively). In contrast, only 13 of 614 
control records contained evidence of diagnostic error (PPV = 2.1%(95% CI,0.1%-3.3%); P < 
0.01). Prevalence of diagnostic error was estimated to be 2.8%. Pneumonia, decompensated heart 
failure, urinary tract infection and acute renal failure were most often missed. 
 
Key Words:  electronic health record, diagnostic errors, error surveillance, patient safety 
 
 

The authors of this report are responsible for its content.  Statements in the report should not 
be construed as endorsement by the Agency for Healthcare Research and Quality or the U.S. 
Department of Health and Human Services of a particular drug, device, test, treatment, or 
other clinical service.  
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Final Report 

Purpose 

The increasing use of electronic health records (EHRs) facilitates creation of health data 
repositories that contain longitudinal patient information in a far more integrated fashion than in 
previous record systems.  In this study, we leveraged the EHR infrastructure of two large health 
care systems to test whether electronic triggers can be used for large-scale measurement and 
surveillance of diagnostic errors in primary care.  Our main study objectives were to develop, 
refine, and test methods to detect diagnostic errors in primary care in several types of practice 
settings (internal medicine and family medicine, academic and nonacademic) in order to describe 
their prevalence as well as the most common clinical conditions associated with these errors.  
Such triggers could also be a useful way to detect and learn from diagnostic errors in future 
primary care practices. 
 
 

Scope 

Despite an increasing complexity and severity of illness seen in primary care, medical errors 
in this setting are understudied.1,2  Because patients seek care for a diverse set of conditions 
through one or more relatively brief encounters, certain types of medical errors (such as 
diagnostic errors) are likely to be prevalent in the primary care setting.1,3-7  Data from outpatient 
malpractice claims2,8,9 consistently rank missed, delayed, and wrong diagnoses as the most 
common identifiable error.  Other types of studies have also documented the magnitude and 
significance of diagnostic errors in outpatient settings.10-15  Although these data point to an 
important problem, diagnostic errors have not been studied as well as other types of errors.16,17  
Not only are these errors difficult to identify,9

Better measurement and surveillance has been proposed as one potential solution to reduce 
the burden of diagnostic errors.

 but the fragmented outpatient environment also 
complicates tracking of diagnostic processes. 

17,18  However, most existing error measurement methods (chart 
review, voluntary reporting, claims file review, etc.) are inefficient, biased, or unreliable.19  In 
our preliminary work, we developed two computerized triggers to identify primary care patient 
records that may contain evidence of trainee-related diagnostic errors.20  Triggers are signals that 
can alert providers to review the record to determine whether a patient safety event occurred.21,22 
Our triggers were based on the rationale that an unexpected hospitalization or return clinic visit 
after an initial primary care visit may indicate a missed diagnosis during the first visit.  Although 
the positive predictive value (PPV) was modest (16.1% and 9.7% for the two triggers, 
respectively), it was comparable to that of previously designed electronic triggers to detect 
potential ambulatory medication errors.23,24  Our previous findings were limited by a lack of 
generalizability outside of the study setting (a Veterans Affairs [VA] internal medicine trainee 
clinic) and by a significantly high rate of false positive cases that led to unnecessary record 
reviews. 
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Methods 

Design and Settings 

We designed electronic queries (triggers) to detect patterns of visits that could have been 
precipitated by diagnostic errors and applied these queries to all primary care visits at two large 
health systems over a one-year time period.  We performed chart reviews to determine the 
presence or absence of diagnostic errors in triggered visits (i.e., those that met trigger criteria) 
and controls. 

Both study sites provided longitudinal care in a relatively closed system and had integrated 
and well-established EHRs.  Each site’s electronic data repository contained administrative and 
clinical data extracted monthly from the EHR.  At Site A, a large VA facility, about 35 full-time 
primary care providers (PCPs) saw patients in scheduled primary care follow-up clinic visits and 
“drop-in” unscheduled or urgent care clinic visits.  Some staff physicians supervised residents 
and allied health providers.  Emergency room (ER) staff provided care after hours and on 
weekends.  Of approximately 50,000 patients, about 90% were assigned to staff for direct care 
and the remaining were distributed among residents.  At Site B, a large private integrated health 
care system, 34 PCPs (family medicine physicians) provided care to nearly 50,000 patients in 4 
community-based clinics and some supervised family practice residents.  Clinic patients sought 
care at the ER of the parent hospital after-hours.  To minimize after-hours attrition to hospitals 
outside our study settings, we did not apply the trigger to patients assigned to remote satellite 
clinics of the parent facilities.  Both settings included ethnically and socioeconomically diverse 
patients from rural and urban areas (site A: Asian or Pacific Islander 2%, Black 38%, Hispanic < 
1%, white 56%, unknown 3%; site B: Asian or Pacific Islander 1%, Black 8%, Hispanic 15%, 
white 55%, unknown 21%).  Local IRB approval was obtained at both sites. 
 

Trigger Application 

Using a Structured Query Language (SQL) based program, we applied three queries to 
electronic repositories at the two sites to identify primary care index visits (defined as scheduled 
or unscheduled visits to physicians, physician-trainees, and allied health professionals that did 
not lead to immediate hospitalizations) between October 1, 2006 and September 30, 2007 that 
met the following criteria:  

 
• Trigger 1: A primary care visit followed by an unplanned hospitalization that occurred 

between 24 hours and 14 days after the visit.  
 

• Trigger 2: A primary care visit followed by 1 or more unscheduled primary care visits, an 
urgent care visit, or an ER visit that occurred within 14 days (excluding Trigger 1-
positive index visits).  

 
• Controls: All primary care visits from the study period that did not meet either trigger 

criterion. 
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The triggers above were based on our previous work and refined to improve their 
performance (Table 1). 

 
 

Table 1. Rationale of Trigger Modifications from Previous Work

Trigger Characteristics 

20 

Previous trigger New trigger Rationale 

Time period 10 days 14 days 

Previous findings 
showed that diagnostic 
errors continued to be 
discovered at the 10 day 
cut-off.  

False positive generators 
Did not account for 
planned hospitalizations or 
elective surgeries  

Electronically excluded 
admissions related to Day 
surgery, Scheduled 
Ambulatory Admit, Pre-op 
clinics, Cardiology 
Invasive Procedure clinic 

Lower rate of false 
positives triggered to 
increase PPV as well as 
efficiency of record 
reviews. 

False positive generators 
Did not account for 
admissions to units 
considered as “ non acute”  

Electronically excluded 
admissions to (e.g., long 
term and intermediate 
care, rehab) 

Lower rate of false 
positives triggered to 
increase PPV as well as 
efficiency of record 
reviews. 

False positive generators Included all 
hospitalizations 

Includes only 
hospitalizations 
electronically designated 
as “acute care”  (e.g. 
acute medicine, acute 
surgery, acute mental 
health) 

Lower rate of false 
positives triggered to 
increase PPV as well as 
efficiency of record 
reviews. 

 
 
Our pilot reviews showed less well-defined associations between reasons for return visits and 

index visits when they were separated out by 3 or 4 weeks, and thus a 14-day cut-off was chosen.  
In addition, we attempted to remove records with false positive index visits, such as those 
associated with planned hospitalizations.  The flexibility provided by SQL allowed for complex 
search parameters including dates, times, and locations of clinic visits and hospitalizations.  

 

Data Collection and Error Assessment 

We performed detailed chart reviews on random samples of control visits and visits that met 
both trigger criteria.  If patients met a trigger criteria more than once, only one (earliest) index 
visit was included (unique record).  Some records did not meet criteria for detailed review 
because the probability of an error at the index visit would be highly unlikely for one of the 
following reasons: no documentation of clinical notes, patients left clinic without being seen, 
patients saw a non-provider (e.g. nurse), or patients were advised admission for further 
evaluation but refused. These records were categorized as false positives.   

Eligible records were randomly assigned to five trained reviewers, who were chief or senior 
internal medicine residents from outside institutions.  Reviewers were blinded to the goals of the 
study and to the presence or absence of triggers.  All reviewers underwent stringent quality 
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control and pilot testing procedures and reviewed 25-30 records each before they started 
collecting study data.  

Each record was initially reviewed by two independent reviewers.  The reviewers determined 
the presence or absence of a diagnostic error at the index visit by examining the EHR for details 
about the index and subsequent visits.  A structured data collection form, adapted from our 
previous work,20 was used to record documented signs and symptoms, diagnostic tests and 
procedures, clinician assessment and management decisions.  We also collected documented 
information about encounters outside our study settings.  To reduce hindsight bias,25,26 we did 
not ask reviewers to assess patient harm.  Reviewers were asked to make reasonable judgments 
of diagnostic performance based strictly on data either already available or easily available at the 
time of the index clinic visit.  If reviewers disagreed on the presence of diagnostic error, a third, 
blinded reviewer made the final determination.  Although we used an explicit definition from the 
literature27

We calculated our sample size based on previous descriptive data and the anticipated 
reduction of false positive visits using our new triggers.  Assuming a lower false positive rate for 
Trigger 1 (from 34.1% in our previous study to an estimated 20% using the refined trigger), we 
estimated a minimum sample size of 310 to show significant differences with 80% power at a P 
value of .05.  Additionally, based on a previous study,

 and a structured training process based upon our previous record review studies, the 
process involved implicit judgments.  We computed Cohen’s kappa (к) to assess inter-reviewer 
agreement prior to the tiebreaker decision. 

27

We calculated PPVs for both triggers and compared these with the PPV of controls.  We also 
calculated false positive rates for each trigger and compared them to our previously used 
methods.  We tallied the frequency of clinical conditions and presenting symptoms associated 
with the diagnostic errors that we discovered.  Finally, we estimated the prevalence of diagnostic 
error in our study settings by extrapolating the PPVs to the larger cohort of patients from where 
our random samples were derived and then to the populations at both facilities.  For this 
calculation, we assumed that record review would reveal the same PPV in the larger cohort of 
each random sample we chose to review at each site.  

 we sought to obtain a sample of at least 
100 diagnostic errors in order to meaningfully describe the types of diseases/conditions 
associated.  Given a previous PPV of 16.1% for Trigger 1, we thus estimated a sample size of at 
least 630 patient visits meeting criteria for Trigger 1.  We reviewed comparable numbers of 
Trigger 2-positive and control records. 
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Results 

We applied the triggers to 212,165 primary care visits (106,143 at Site A and 106,022 at Site 
B) that contained 81,483 unique records.  We then randomly selected 674 unique records 
positive for Trigger 1, 669 unique records positive for Trigger 2, and 614 unique control records 
for review (Figure 1).   
 
Figure 1. Study flowchart 

Total Primary Care Provider Visits October 2006 – September 2007 (n=212,165)
Total Unique Records (n=81,483)

Trigger 1
Hospitalized 1-14 d after index visit 

 Total visits (n=1,699)
Total unique records (n=1,377)

Trigger 2
Return PCP or ER visit 1-14 d after index 

visit 
Total visits (n=14,777)

Total unique records (n=9,925)

Control
Total visits (n=193,810) 

Total unique records (n=75,299)

False Positive 
(n=105)

Detailed review 
(n=569)

False Positive  
(n=64)

Detailed review 
(n=605)

False Positive 
(n=20)

Detailed review 
(n=594)

Randomly selected unique records 
(n=669) 

Randomly selected unique records  
(n=614)

Randomly selected unique records  
(n=674)

gu e  Study o c a t

Errors
141 (20.9%)

Errors
36 (5.4%)

Errors
13 (2.1%)

 
 
 
 On detailed review, diagnostic errors were found in 141 Trigger 1 positive records and 36 
Trigger 2 positive records, yielding a PPV of 20.9% for Trigger 1 (95% CI,17.9%-24.0%) and 
5.4% for Trigger 2 (95% CI,3.7%-7.1%).  Errors were found in 13 control records.  The control 
PPV of 2.1% (95% CI,0.1%-3.3%) was significantly lower than that of both Trigger 1 (P < .001) 
and Trigger 2 (P = .002).  Trigger PPVs were equivalent between sites (P = .9 for both triggers). 

Reviewers had fair agreement on presence or absence of a diagnostic error in triggered charts 
prior to the tiebreaker, к = 0.33 (95% CI=0.27-0.39).  Of 285 charts reviewed by a third reviewer, 
the third reviewer indicated the presence of a diagnostic error in 29.8%.  Figure 2 shows the 
distribution of diagnostic errors in the inclusion sample over time interval (between index and 
return dates) for both Trigger 1 and Trigger 2 records.  We found no significant trend for PPVs 
of either trigger through day 14 of the time interval.   
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Figure 2. Cumulative frequency of errors and PPV* corresponding to increasing time intervals between index 
and return date 
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The overall rate of false positives was 15.6% for Trigger 1 and 9.6% for Trigger 2.  These 
rates were significantly lower than those found in our previous study (34.1% and 25.0%, 
respectively, P < .001 for both comparisons).  False positive rates differed between sites, which 
may have been attrituable to differences in information systems and documentation practices 
(Table 2).  
 
 
Table 2. Expected Positive Predictive Values (PPVs) in an “Ideal” information system that could 
electronically exclude false positive records 

Site/Trigger 

Total number 
of errors 

n 

PPV of diagnostic 
errors in current 

EHR system 
% 

False 
positive 

rate* 
n 

False 
positive 

rate* 
% 

Expected PPV of 
diagnostic errors in 

future EHRs with 
capabilities to identify 

all false positives∞ 
% 

Site A T1 95 20.9% 74 16.3% 25.0% 

Site A T2 23 5.3% 50 11.6% 6.0% 

Site A Control 11 2.7% 7 1.7% 2.7% 

Site B T1 46 20.9% 31 14.1% 24.3% 

Site B T2 13 5.5% 14 7.9% 5.8% 

Site B Control 2 1.0% 13 5.9% 1.1% 

Overall 190     
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Because many false positives (no documentation, telephone or non-PCP encounters etc.) 
could potentially be coded accurately and identified electronically through information systems, 
we estimated the highest PPV potentially achievable by an ideal system (Table 2).  Our estimates 
suggest that Trigger 1 PPV would increase from 20.9% to 24.8% if electronic exclusion of false 
positives was possible, although this did not reach statistical significance (P=.06 and .28 for Sites 
A and B respectively).  

Table 3 shows diagnoses that were missed three or more times in Trigger 1 and Trigger 2 
records with evidence of error.  In some cases, more than one diagnosis was missed.  Pneumonia 
(6.6%) and decompensated congestive heart failure (5.7%) were the two most common missed 
diagnoses, followed by urinary tract infection/pyelonephritis (5.2%) and acute renal failure 
(4.7%).  Table 4 lists the most common chief complaints noted by the index visit providers for 
the patients with diagnostic errors.  Common chief complaints included cough (often with 
another related symptom) (11.1%), followed by abdominal pain (8.9%) and shortness of breath 
(7.4%).  Notably, 25 (13.1%) patients did not have any chief complaint and were either 
established patients following up on chronic medical issues or patients new to the system. 
 
 
Table 3. Frequencies of most commonly missed diagnoses in 190 unique patient charts (both triggered and 
controls) 

Missed or Delayed Diagnoses Total (n=212)*  
Pneumonia 14 (6.6%) 
Decompensated Congestive Heart Failure  12  (5.7%) 
Urinary Tract Infection/Pyelonephritis 11 (5.2%) 
Acute Renal Failure 10  (4.7%) 
Spinal cord compression or stenosis 9 (4.2%) 
Symptomatic anemia 9 (4.2%) 
Angina/Myocardial Infarction/Acute Coronary Syndrome   7 (3.3%) 
Cancer (new malignancy) 7 (3.3%) 
Medication side effect 7 (3.3%) 
Complicated Peripheral Vascular Disease and/or Arterial Occlusion 6 (2.8%) 
Transient Ischemic Attack/Stroke 5 (2.4%) 
Cellulitis 5 (2.4%) 
Metastasis of known cancer  5 (2.4%) 
Osteomyelitis 4 (1.9%) 
Pulmonary Embolism 4 (1.9%) 
Deep Venous Thrombosis 4 (1.9%) 
Hypertension 4 (1.9%) 
Cirrhosis and portal hypertension 3 (1.4%) 
Atrial Fibrillation (New onset) 3 (1.4%) 
Hyperglycemia 3 (1.4%) 
Otitis  3 (1.4%) 
Bacteremia  3 (1.4%) 
Electrolyte disturbance 3 (1.4%) 
Leukemia/lymphoma 3 (1.4%) 
Renal Calculus 3 (1.4%) 
Hypotension 3 (1.4%) 

n>190 because in some cases two diagnoses were missed 
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Table 4. Frequencies of one or more chief complaints in 190 unique patients with diagnostic error 

Chief Complaint  Total n (%) † 
Cough 7 21 (11.1%) 

Cough + chest pain 1   
Cough +congestion 4   

Cough +fever 5   
Cough +medication refill 1   

Cough +shortness of breath 2   
Cough +flu like symptoms 1   

Abdominal pain   17 (8.9%) 
Follow-up of routine medical 
issues or no chief complaint    16 (8.4%) 

Shortness of breath 12 14 (7.4%) 

Shortness of breath +cough 1   
Shortness of breath +generalized 

weakness,  
+cough, and dizziness 

1   

Establish care   9 (4.7%) 
Back pain 7 8 (4.2%) 

Back pain +leg pain 1   
Dizziness 3 6 (3.2%) 
Dizziness +generalized weakness 1   

Dizziness +vomiting 1   
Dizziness +toe soreness 1   

Chest pain   5 (2.6%) 
Foot pain 4 5 (2.6%) 

Foot pain +swelling 1   
Leg edema/swelling   5 (2.6%) 
Leg pain 2 5 (2.6%) 

Leg pain +swelling 3   

Fatigue   4 (2.1%) 
Knee pain and/or swelling   4 (2.1%) 

†

 

 Percentages refer to the proportion of these complaints in the total number of diagnostic error cases (190). Some complaints not 
listed occurred at low frequencies. 

 
To estimate the prevalence of diagnostic errors, we extrapolated the PPVs for triggered visits 

and controls to the larger population of all primary care patient records at each site.  At Site A we 
estimated 163 errors in 781 Trigger 1 patients, 295 errors in 5566 Trigger 2 patients, and  1056 
errors in  39,118 controls.  At Site B we estimated 125 errors in 596 patients, 240 errors in 4359 
Trigger 2 patients, and 362 in 36,181 controls.  Across sites, we predicted an overall diagnostic 
error prevalence of 2.8% (2241 errors in 81,483 unique records).  
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Discussion 

We tested whether computerized “trigger” methods could be used to identify primary care 
visit records with higher than expected potential to contain evidence of diagnostic errors.  Our 
electronic triggers had a higher PPV than any other known method of  large scale diagnostic 
error detection.  Based on the rates of diagnostic error in our samples, we estimated the overall 
prevalence of diagnostic error to be 2.8% of primary care records in our study population.  Most 
diagnostic errors involved common conditions such as pneumonia and congestive heart failure, 
and they were associated with chief complaints that are relatively typical in primary care.  
However, a significant number of errors occurred in patients without any documented chief 
complaints, highlighting the challenges of diagnostic error prevention efforts in primary care.   

Previously used methods to study diagnostic errors have notable limitations: autopsies are 
now infrequent,28 self-report methods (eg, surveys) are prone to bias, and malpractice claims, 
although useful, shed light on a narrow and non-representative spectrum of  medical 
error.2,14,19,29,30  Medical record review is often considered the gold standard for studying 
diagnostic errors, but it is time consuming and costly, with a relatively low yield.31  Our study 
provides a methodology that is far more efficient than conducting random record reviews.  We 
identified errors that were more consequential than many “routine” errors,14 but also less 
recognizable than obvious, critical errors that might be detected by self-reports.32  Additionally, 
our findings differ qualitatively from those resulting from other methods.  For instance, studies 
that examine malpractice claims exclusively suggest that the condition most frequently 
associated with outpatient diagnostic error is cancer.2,29

Our study is one of the largest to address diagnostic error in routine practice (ie, outside of 
malpractice claims) and the first to estimate diagnostic error prevalence in primary care.  It also 
triangulates a growing body of knowledge on the prevalence and significance of diagnostic 
errors to give a more robust picture of the problem.  Errors in our study were most often related 
to common presenting symptoms and common diseases (versus rare or unusual diseases or 
presenting complaints).  Although some of these may have been challenging to diagnose initially, 
diseases such as pneumonia, decompensated CHF, and urinary tract infection do not typically 
represent “diagnostic dillemas” of medicine.  Given high patient volumes, rushed office visits, 
and multiple competing demands for PCPs’ attention, our findings are not surprising and call for 
a multi-pronged intervention effort for error prevention.

  

18  Provider-focused interventions might 
help but are unlikely to effect significant change without a corresponding system-level approach 
to improve the diagnostic process.33  Future efforts to help reform primary care practice and 
facilitate team-based care could offload the current heavy burden faced by current PCPs and 
significantly reduce these errors.18

Inadequate error feedback mechanisms and low numbers of event reports that relate to 
diagnostic errors are major impediments to achieving patient safety.

  Meanwhile, research in this area should inform the design of 
new triggers and other surveillance methods to predict and prevent these errors. 

32,34  Existing peer review 
systems to assess PCPs’ competence are also of questionable efficacy.35  We thus recommend 
that primary care reform initiatives consider using our triggers, especially Trigger 1, as an 
approach to conduct routine monitoring and surveillance for diagnostic errors.  This approach 
should be akin to patient safety initiatives related to electronic surveillance for medication errors 
and nosocomial infections.22,36,37  Although comprehensive data repositories such as those we 
used may not be available to many primary care practices, future HIT integration and health 
information exchange data will facilitate techniques proposed in our study.  For instance, these 



 

12 
 

techniques can be used by patient centered medical homes for oversight and performance 
monitoring with feedback.  Detecting and avoiding preventable hospitalizations will also be 
necessary to become successful Accountable Care Organizations and to manage bundled 
payments, two key features of the Patient Protection and Affordable Care Act of 2010.38

Our triggers might be generalizable because our queries contained information that is 
available in almost all EHRs.  Furthermore, they were tested in two large systems where two 
types of primary care specialties practiced.  However, our methods may not apply to primary 
care practices that are not part of integrated health care systems.  Practices unable to dedicate 
reviewer time for diagnostic error confirmation may not also find them useful.  Another use of 
our triggers will be as a tool for patient navigators – typically nurses who help patients with 
complex, chronic diseases navigate the healthcare system.  Site B is using our methodology to 
develop triggers to help navigators identify cancer patients with delayed diagnoses or therapies.  
Co-Investigator Dr. Singh is working with Site A to improve the test result notification process 
(based upon the American Journal of Medicine paper noted below).  Site A will also be 
interested in using trigger 1 in routine quality measurement activities, although discussions are 
preliminary. 

  
Although further refinement in EHR systems might help reduce false positives, we believe 
Trigger 1 currently identifies diagnostic errors at sufficiently high rates to be useful.  A review of 
triggered cases by medical home teams to ensure that all contributing factors are identified – not 
just those related to provider performance – will foster interdisciplinary quality improvement.  

While the kappa agreement between our reviewers was not very high, similar values have 
been observed in other error studies.39  The moderate level of agreement suggests that our 
estimate of the prevalence of diagnostic errors is relatively imprecise.  We also might have 
underestimated error rates because we relied solely on patterns of primary care visits to trigger 
record reviews.40

In summary, our findings demonstrate that EHR-based trigger methods can enable more 
meaningful measurement and surveillance of diagnostic errors in primary care.  Most errors 
involved common conditions seen in primary care and given the volume of primary care visits in 
the US, an estimated prevalence rate of about 2.8% entails a substantial patient safety risk. 
Primary care reform initiatives should redesign delivery systems as well as implement techniques 
for active error surveillance. Improved measurement and detection methods could provide useful 
feedback about errors to frontline providers and promote prevention-related learning. 

  Some misdiagnosed patients, unknown to us, might have sought care in 
another system or recovered without any further care.  Finally, we may have missed errors that 
occurred beyond 14 days as well as those not detected by our triggers.  
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